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COURSE OBJECTIVES: 

CCS334 - BIG DATA ANALYTICS 

 To understand big data. 

 To learn and use NoSQL big data management. 

 To learn mapreduce analytics using Hadoop and related tools. 

 To work with map reduce applications 

 To understand the usage of Hadoop related tools for Big Data Analytics 

UNIT I UNDERSTANDING BIG DATA 5 

Introduction to big data – convergence of key trends – unstructured data – industry examples of big data – 

web analytics – big data applications– big data technologies – introduction to Hadoop – open source 

technologies – cloud and big data – mobile business intelligence – Crowd sourcing analytics – inter and trans 

firewall analytics. 

 

 

1.1.INTRODUCTION TO BIG DATA 

Big Data refers to large and complex sets of data that are difficult to process and analyze using traditional 

data management tools and techniques. It encompasses vast amounts of information coming from various 

sources, such as social media, sensors, machines, websites, and more. 

The three main characteristics that define Big Data are commonly known as the three Vs: 

1. Volume: Big Data involves massive quantities of data, ranging from terabytes to petabytes and even 

exabytes. Traditional databases are often unable to handle such enormous volumes of information. 

2. Velocity: The data in Big Data environments is generated and collected at a high speed. This includes real-

time data from social media platforms, online transactions, and various other sources, which requires 

immediate processing and analysis. 

 

 

3. Variety: Big Data is not limited to structured data like traditional databases; it includes unstructured and 

semi-structured data as well. This data can take the form of text, images, videos, audio files, log files, and 

more. Handling this diverse data requires specialized tools and technologies. 

Beyond the three Vs, two additional characteristics are sometimes considered: 

4. Veracity: This refers to the quality and reliability of the data. With large volumes of data from different 

sources, ensuring the accuracy and credibility of the data becomes crucial. 
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5. Value: The ultimate goal of Big Data is to extract valuable insights and knowledge from the 

vast amount of information. The value lies in the ability to make data-driven decisions, uncover 

patterns, predict trends, and gain a competitive advantage. 

 

 

To manage and analyze Big Data effectively, specialized technologies have been developed, 

such as: 

1. Distributed Computing: Technologies like Apache Hadoop and Spark enable the distributed 

processing of data across multiple nodes in a cluster, allowing efficient processing of vast datasets. 

2. NoSQL Databases: Traditional relational databases may not be well-suited for handling 

unstructured and semi-structured data. NoSQL databases like MongoDB, Cassandra, and others 

are designed to handle diverse data types efficiently. 

3. Data Warehousing: Data warehousing solutions like Amazon Redshift, Google BigQuery, and 

Microsoft Azure Synapse Analytics are used to store and process structured data efficiently for 

analytics purposes. 

4. Machine Learning and Data Analytics: Advanced algorithms and machine learning models 

are applied to Big Data to gain insights, identify patterns, and make predictions. 

Big Data has found applications in various industries, including finance, healthcare, retail, 

marketing, transportation, and more. It plays a crucial role in enabling businesses and 

organizations to make data-driven decisions and gain deeper insights into customer behavior, 

market trends, and operational efficiency. However, handling Big Data also comes with challenges 

related to data security, privacy, and the need for skilled data professionals to harness its potential 

effectively. 

 

 

1.2 CONVERGENCE OF KEY TRENDS 

Big data is the result of the convergence of several key trends that have emerged in the field of 

data management and technology. These trends have collectively contributed to the generation, 

collection, and analysis of massive amounts of data, leading to the concept of big data. 

Some of the key trends that have converged to create the big data phenomenon are: 

 

 

1. Proliferation of Digital Data: The digital revolution has led to an explosion of data from 

various sources, including social media, websites, mobile devices, sensors, IoT devices, and more. 

The increased digitization of information has contributed significantly to the volume and variety 

of data available. 

2. Advancements in Data Storage: The cost of data storage has dramatically reduced over the 

years, making it economically viable to store large amounts of data. This has enabled organizations 

to accumulate and retain vast datasets for longer periods. 
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3. Distributed Computing: The development of distributed computing frameworks like Apache 

Hadoop and Apache Spark has revolutionized data processing capabilities. These technologies 

allow for the distributed storage and parallel processing of massive datasets across clusters of 

computers, providing the scalability needed for big data. 

4. Cloud Computing: Cloud platforms offer scalable and cost-effective solutions for storing and 

processing big data. They provide easy access to large storage capacities and computing resources, 

allowing organizations to handle big data without significant upfront investments. 

5. Internet of Things (IoT): IoT devices generate enormous amounts of data from sensors and 

connected devices. The integration of IoT technology has contributed to the velocity and volume 

of data in big data environments. 

6. Social Media and User-Generated Content: The widespread adoption of social media 

platforms has led to the creation of vast amounts of user-generated content, including text, images, 

videos, and more. This unstructured data adds to the variety of big data. 

7. Machine Learning and Artificial Intelligence: The rise of machine learning and AI has 

enabled advanced data analysis, pattern recognition, and predictive modeling, making it possible 

to extract valuable insights from large and complex datasets. 

8. Open Data Initiatives: Governments and organizations worldwide have initiated open data 

projects, making large datasets publicly available. These initiatives have contributed to the growth 

and accessibility of big data. 

9. Data Democratization: Data democratization aims to make data accessible to a broader 

audience within an organization, empowering users to access and analyze data independently. This 

trend has led to more data-driven decision-making and increased reliance on big data. 

10. Mobile Technology: The widespread use of smartphones and mobile applications has 

generated vast amounts of data related to user behavior, location, preferences, and more, further 

contributing to big data. 

The convergence of these key trends has transformed the way data is generated, processed, and 

utilized across various industries. Big data has the potential to provide valuable insights, drive 

innovation, and create new business opportunities, making it a crucial element in the modern data- 

driven world. 

 

 

1.3 UNSTRUCTURED DATA 

Unstructured data plays a crucial role in the context of Big Data. As we discussed earlier, Big Data 

is characterized by large volumes, high velocity, and diverse variety of data, and unstructured data 

is a significant component of this diverse data landscape. 

In fact, unstructured data often constitutes a substantial portion of the data in Big Data 

environments. Some of the key points regarding the importance of unstructured data in Big Data 

are as follows: 

 

 

3 



 

1. Volume: Unstructured data, such as text, images, and videos, contributes significantly to the 

massive volumes of data in Big Data systems. Social media content, user-generated data, and 

multimedia files are examples of unstructured data sources that add to the data deluge. 

2. Variety: Unstructured data significantly increases the variety of data types in Big Data. While 

traditional databases are designed to handle structured data, Big Data technologies need to be 

capable of processing and analyzing unstructured and semi-structured data effectively. 

3. Insights and Decision-Making: Unstructured data contains valuable insights that can 

complement the analysis of structured data. By analyzing unstructured data, organizations can gain 

a deeper understanding of customer sentiments, preferences, and behaviors, which can aid in better 

decision-making and more targeted marketing strategies. 

4. Advanced Analytics: Unstructured data often requires advanced analytics techniques, such as 

natural language processing (NLP), image recognition, and sentiment analysis. These techniques, 

powered by machine learning and AI, allow businesses to derive meaningful insights from 

unstructured data. 

5. Real-time Processing: Social media data, website logs, and other forms of unstructured data 

are often generated at high velocities. Real-time processing of this data is critical for timely 

decision-making and response to dynamic market conditions. 

6. Data Fusion: Unstructured data can be fused with structured data to create a more 

comprehensive and holistic view of the business landscape. This integration helps uncover hidden 

patterns and relationships that might not be apparent when analyzing structured data alone. 

7. Competitive Advantage: Organizations that can effectively harness unstructured data as part 

of their Big Data strategy can gain a competitive advantage. The ability to extract valuable insights 

from a wide range of data sources can lead to improved products, services, and customer 

experiences. 

To handle unstructured data in Big Data environments, specialized technologies and tools 

are used. Some of these include: 

- Natural Language Processing (NLP) tools for text data analysis. 

- Computer vision algorithms for image and video data analysis. 

- Speech recognition and audio processing techniques for audio data analysis. 

- Distributed storage systems like Hadoop Distributed File System (HDFS) that can handle large 

volumes of unstructured data. 

- Advanced data analytics platforms that support both structured and unstructured data analysis. 

In summary, unstructured data is a critical component of Big Data, and its effective utilization 

alongside structured data can lead to valuable insights and strategic advantages for organizations 

in the data-driven era. 

1.4 INDUSTRY EXAMPLES OF BIG DATA 

Big Data has found applications in various industries, revolutionizing how businesses operate and 

make decisions. Here are some industry examples of how Big Data is being used: 
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1. Retail and E-commerce: 

- Customer Analytics: Retailers analyze vast amounts of customer data, including purchase 

history, online behavior, and social media interactions, to understand customer preferences and 

provide personalized shopping experiences. 

- Inventory Management: Big Data helps optimize inventory levels by predicting demand 

patterns, minimizing stockouts, and reducing excess inventory. 

- Price Optimization: Retailers use Big Data analytics to dynamically adjust prices based on 

market trends, competitor pricing, and customer demand. 

 

Example: Customer Analytics and Personalization 

 

In the retail industry, Big Data is used for customer analytics and personalization. Retailers collect 

and analyze data from various sources, including online and offline transactions, customer 

interactions, social media, and website behavior. By analyzing this data, retailers can gain insights 

into customer preferences, buying behavior, and patterns. 

 

Using this information, they can personalize product recommendations, promotions, and 

marketing campaigns, leading to increased customer satisfaction and higher sales. 

 

2. Healthcare: 

- Patient Care: Big Data analytics is used to monitor patient health, track medical records, and 

identify patterns that can lead to better treatment outcomes and more precise diagnoses. 

- Drug Discovery: Big Data is leveraged to analyze vast biological datasets, accelerating drug 

discovery and development processes. 

- Public Health: Health agencies use Big Data to monitor and respond to disease outbreaks, 

track healthcare trends, and optimize resource allocation. 

 

Example: Electronic Health Records (EHR) and Patient Monitoring 

In the healthcare industry, Big Data is used to store and analyze electronic health records (EHR) 

of patients. These records contain a vast amount of patient data, including medical history, lab 

results, medications, and treatment plans. By analyzing this data, healthcare providers can identify 

patterns and trends, leading to better diagnoses, personalized treatments, and improved patient 

outcomes. 

 

Additionally, Big Data is applied in patient monitoring systems. IoT devices and wearables collect 

real-time health data, such as heart rate, blood pressure, and activity levels, which is then analyzed 

to detect anomalies and provide early warnings for potential health issues. 

 

3. Finance: 

- Fraud Detection: Big Data analytics helps financial institutions identify suspicious 

transactions and patterns to prevent fraud and enhance security. 
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- Risk Assessment: Banks use Big Data to assess credit risks, investment opportunities, and 

market trends to make informed decisions. 

- Algorithmic Trading: Financial firms employ Big Data and machine learning to analyze 

market data in real-time and make high-frequency trading decisions. 

 

Example: Fraud Detection and Risk Management 

In the finance industry, Big Data is instrumental in fraud detection and risk management. Financial 

institutions analyze large volumes of transaction data in real-time to identify suspicious activities 

and potential fraud. 

 

Moreover, Big Data analytics helps financial institutions assess credit risk more accurately by 

analyzing diverse data sources, including social media, online behavior, and historical data. This 

enables them to make more informed decisions on lending and reduce the risk of default. 

 

4. Manufacturing: 

- Predictive Maintenance: Big Data is used to monitor equipment health in real-time, enabling 

proactive maintenance to minimize downtime and reduce costs. 

- Supply Chain Optimization: Big Data analytics helps optimize supply chain operations, 

improve logistics, and enhance overall efficiency. 

- Quality Control: Manufacturers analyze production data to identify defects, improve product 

quality, and optimize production processes. 

 

Example: Internet of Things (IoT) and Supply Chain Optimization 

 

In manufacturing, Big Data is used in conjunction with the Internet of Things (IoT) to create smart 

factories. IoT sensors on machines collect real-time data on equipment performance, allowing for 

predictive maintenance and minimizing production downtime. 

 

Furthermore, Big Data analytics is applied to optimize the supply chain by analyzing data on raw 

material availability, production schedules, and customer demand, ensuring timely delivery and 

reduced inventory costs. 

 

5. Transportation and Logistics: 

- Route Optimization: Big Data helps optimize transportation routes, reduce delivery times, 

and minimize fuel consumption for logistics companies. 

- Fleet Management: Fleet operators use Big Data to monitor vehicle health, driver behavior, 

and safety compliance. 

- Real-time Traffic Analysis: Big Data analytics enables real-time traffic monitoring and helps 

in managing traffic flow and congestion. 

 

Example: Predictive Maintenance and Route Optimization 
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In the transportation and logistics sector, Big Data is used for predictive maintenance of vehicles 

and infrastructure. Sensors and IoT devices monitor the health of vehicles, predicting 

maintenance needs before breakdowns occur, leading to improved operational efficiency and 

reduced downtime. 

 

Additionally, Big Data is used for route optimization to identify the most efficient and cost- 

effective routes for deliveries, reducing fuel consumption and improving delivery times. 

 

6. Marketing and Advertising: 

- Targeted Advertising: Big Data allows advertisers to target specific customer segments with 

personalized advertisements based on their interests and behavior. 

- Social Media Analytics: Companies analyze social media data to understand customer 

sentiments, monitor brand reputation, and engage with customers effectively. 

These examples demonstrate the diverse applications of Big Data across industries, illustrating 

how data-driven insights are transforming business processes, improving decision-making, and 

enhancing customer experiences. 

 

Example: Social Media Analytics and Targeted Advertising 

In the marketing and advertising industry, Big Data is used for social media analytics to track 

customer sentiments, opinions, and interactions on platforms like Twitter, Facebook, and 

Instagram. This data helps brands understand their audience better and tailor their marketing 

messages accordingly. 

 

Moreover, Big Data is employed in targeted advertising, where algorithms analyze customer data 

to deliver personalized ads to specific demographics, increasing the effectiveness of ad campaigns. 

 

1.5 WEB ANALYTICS 

Web analytics is the process of collecting, measuring, analyzing, and reporting data related 

to website usage and user behavior. This involves tracking, reviewing and reporting data to 

measure web activity, including the use of a website and its components, such as webpages, images 

and videos. Web analytics provides valuable information that helps businesses and website owners 

optimize their online presence, improve user experience, and achieve specific objectives. 

Key components of web analytics include: 

 

1. Data Collection: Web analytics tools collect data from website visitors through various means, 

such as cookies, tracking codes, and log files. These tools record information about user activities, 

including page views, clicks, time spent on pages, referral sources, and more. 
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2. Data Measurement: Once data is collected, web analytics tools quantify and measure various 

metrics, such as the number of visitors, unique visitors, bounce rate (percentage of users who leave 

after viewing only one page), conversion rates, and other engagement metrics. 

3. Data Analysis: Web analysts interpret the collected data to identify trends, patterns, and insights 

about user behavior. They analyze user flow, navigation paths, and interactions to understand how 

visitors engage with different parts of the website. 

4. Reporting: Web analytics tools generate reports and dashboards to present the analyzed data in 

a visually understandable format. These reports help website owners and stakeholders track 

performance, set goals, and make data-driven decisions. 

Uses and benefits of web analytics: 

 

1. Performance Optimization: Web analytics helps identify areas of the website that need 

improvement. By analyzing user behavior and conversion funnels, businesses can optimize their 

websites for better user experience and increased conversions. 

2. Marketing Effectiveness: Web analytics provides valuable data about the effectiveness of 

marketing campaigns. Marketers can track the sources of website traffic, identify successful 

marketing channels, and assess the return on investment (ROI) of various marketing efforts. 

3. User Experience Enhancement: Understanding user behavior and preferences allows website 

owners to tailor content, design, and navigation to better meet the needs and expectations of their 

target audience. 

Popular web analytics tools: 

 

1. Google Analytics: One of the most widely used web analytics tools, provided by Google. It 

offers a comprehensive set of features to track and analyze website data. 

2. Adobe Analytics: A robust analytics platform that provides in-depth insights and reports for 

large enterprises and e-commerce websites. 

3. Matomo (formerly Piwik): An open-source web analytics platform that offers self-hosted 

solutions, giving users more control over their data. 

Web analytics is an essential part of any online business strategy, helping organizations make 

informed decisions to improve their online presence, attract more visitors, and achieve their goals. 
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Key Features of Google Analytics: 

1. Data Collection: Google Analytics uses a JavaScript tracking code installed on website 

pages to collect data on user interactions, pageviews, events, and more. It can track visitors 

across sessions and devices, providing a comprehensive view of user behavior. 

2. Real-time Reporting: Google Analytics offers real-time reporting, allowing users to 

monitor website activity as it happens. This feature is particularly useful for tracking the 

immediate impact of marketing campaigns or events. 

3. Audience Insights: Google Analytics provides valuable insights into the website's 

audience, including demographics, interests, geographical location, and behavior. This data 

helps businesses understand their target audience better. 
 

 

 

1.6 BIG DATA APPLICATIONS 

 

 
Big Data has numerous applications across various industries, enabling organizations to extract 

valuable insights, make data-driven decisions, and gain a competitive advantage. Here are some 

prominent Big Data applications: 

 

9 



 

1. Healthcare and Medical Research: Big Data is used to store and analyze vast amounts of 

patient data, electronic health records, medical imaging, and genomic data. This helps in disease 

diagnosis, drug development, personalized medicine, and improving healthcare outcomes. 

2. E-commerce and Retail: Big Data is applied to analyze customer behavior, preferences, and 

purchase patterns. This data is used to offer personalized product recommendations, optimize 

pricing strategies, and enhance the overall shopping experience. 

3. Financial Services: Big Data plays a crucial role in fraud detection, risk assessment, and 

algorithmic trading. Financial institutions use data analytics to analyze transaction data, customer 

behavior, and market trends to make informed decisions. 

4. Manufacturing and Industry 4.0: Big Data and IoT are utilized to monitor and optimize 

manufacturing processes. Sensors collect real-time data from machines, helping predict 

maintenance needs, improve efficiency, and reduce downtime. 

5. Transportation and Logistics: Big Data is employed in route optimization, supply chain 

management, and fleet tracking. Analyzing data from GPS, sensors, and weather forecasts helps 

streamline logistics operations and reduce costs. 

6. Telecommunications: Big Data is used to analyze call data records, customer behavior, and 

network performance. This data is utilized to improve network efficiency, optimize service 

offerings, and enhance customer satisfaction. 

7. Media and Entertainment: Big Data enables content recommendation engines, personalized 

advertising, and audience analysis. Media companies use data analytics to deliver tailored content 

and marketing campaigns to their audiences. 

8. Energy and Utilities: Big Data is applied to analyze energy consumption patterns, monitor 

equipment performance, and optimize energy distribution. This helps in energy conservation and 

improved resource management. 

9. Social Media and Online Platforms: Big Data is used to analyze social media interactions, 

sentiment analysis, and user engagement. Companies utilize this data to understand customer 

opinions, gauge brand perception, and improve marketing strategies. 
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10. Government and Public Services: Big Data aids in analyzing and predicting traffic patterns, 

crime rates, and public health trends. Governments use this data to make data-driven policies and 

optimize resource allocation. 

1.7 BIG DATA TECHNOLOGIES 

Big data technology is defined as software-utility. This technology is primarily designed to 

analyze, process and extract information from a large data set and a huge set of extremely complex 

structures. 

Among the larger concepts of rage in technology, big data technologies are widely associated with 

many other technologies such as deep learning, machine learning, artificial intelligence (AI), and 

Internet of Things (IoT) that are massively augmented. In combination with these technologies, 

big data technologies are focused on analyzing and handling large amounts of real-time data and 

batch-related data. 

Types of Big Data Technology 

 

1. Operational Big Data Technologies 

 

This type of big data technology mainly includes the basic day-to-day data that people used 

to process. 

Examples 

 

 Online ticket booking system, e.g., buses, trains, flights, and movies, etc. 

 Online trading or shopping from e-commerce websites like Amazon, Flipkart, Walmart, 

etc. 

 Online data on social media sites, such as Facebook, Instagram, Whatsapp, etc. 

 The employees' data or executives' particulars in multinational companies. 

 

2. Analytical Big Data Technologies 

 

 

 

Analytical Big Data is commonly referred to as an improved version of Big Data Technologies. 

 

 Stock marketing data 

 Weather forecasting data and the time series analysis 
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 Medical health records where doctors can personally monitor the health status of an 

individual 

 Carrying out the space mission databases where every information of a mission is very 

important 

We can categorize the leading big data technologies into the following four sections: 

 

 Data Storage 

 Data Mining 

 Data Analytics 

 Data Visualization 

 

Here are some prominent Big Data technologies: 

 

1. Apache Hadoop: Hadoop is one of the most popular open-source Big Data frameworks. 

It includes the Hadoop Distributed File System (HDFS) for distributed storage and the 

MapReduce programming model for parallel data processing. Hadoop allows distributed 

processing of data across clusters of commodity hardware. 

2. Apache Spark: Spark is another widely used open-source Big Data processing engine. It 

provides in-memory data processing, allowing faster and more efficient data analysis 

compared to MapReduce. Spark supports various data processing tasks, including batch 

processing, real-time streaming, machine learning, and graph processing. 

3. Apache Kafka: Kafka is a distributed streaming platform designed for high-throughput, 

real-time data streams. It acts as a messaging system that can handle a massive amount of 

data streaming and enables data integration and data pipelines in Big Data architectures. 

4. NoSQL Databases: NoSQL databases, such as MongoDB, Cassandra, and HBase, are 

designed to handle unstructured and semi-structured data efficiently. They provide scalable 

and flexible data storage solutions for Big Data applications. 

5. Apache Flink: Flink is another real-time stream processing engine similar to Apache 

Spark. It focuses on low-latency processing and supports event-driven, stateful 

applications. 

6. Apache Hive: Hive is a data warehousing and SQL-like querying framework built on top 

of Hadoop. It allows analysts and data scientists to perform ad-hoc queries and data 

analysis using familiar SQL syntax. 
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7. Apache Pig: Pig is a high-level platform for processing and analyzing large datasets in 

Hadoop. It provides a simple scripting language called Pig Latin, enabling data 

transformation and analysis. 

8. Apache HBase: HBase is a distributed, columnar NoSQL database built to work on top of 

Hadoop. It is suitable for real-time read and write access to Big Data, making it ideal for 

applications that require low-latency data access. 

9. Apache Storm: Storm is a distributed real-time computation system for processing 

streaming data. It is designed for low-latency, real-time data processing and is commonly 

used in IoT and real-time analytics applications. 

10. Google BigQuery and Amazon Redshift: These are cloud-based data warehousing 

solutions that allow organizations to perform massive-scale data analytics and querying in 

a serverless environment. 

 

These are just a few examples of the diverse range of Big Data technologies available. The choice 

of technologies depends on the specific use case, data volume, performance requirements, and 

existing IT infrastructure of an organization. Organizations often use a combination of these 

technologies to build scalable, efficient, and cost-effective Big Data solutions. 

 

1.8 INTRODUCTION TO HADOOP 

 Hadoop is an open-source, distributed computing framework designed to process and store 

large datasets in a scalable and cost-effective manner. It was developed by Doug Cutting 

and Mike Cafarella in 2005 based on the MapReduce paper by Google. 

 Hadoop is an open-source framework that allows to store and process big data in a 

distributed environment across clusters of computers using simple programming models. 

It is designed to scale up from single servers to thousands of machines, each offering local 

computation and storage. 

The key components of Hadoop are: 

 

1. Hadoop Distributed File System (HDFS): HDFS is a distributed file system that stores data 

across multiple servers in a Hadoop cluster. It breaks large files into smaller blocks and replicates 

them across different nodes for fault tolerance. HDFS is highly scalable and fault-tolerant, making 

it suitable for storing massive datasets. 
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2. MapReduce: MapReduce is a programming model and processing engine in Hadoop for 

parallel data processing. It divides the data processing task into two stages: the Map stage, where 

data is transformed and filtered, and the Reduce stage, where the results of the Map stage are 

aggregated to produce the final output. MapReduce enables distributed processing of data across 

multiple nodes in the cluster, making it efficient for processing large-scale datasets. 

3. YARN (Yet Another Resource Negotiator): YARN is a resource management layer in 

Hadoop that manages and allocates resources (CPU and memory) to applications running on the 

cluster. It separates the resource management from job scheduling and execution, providing more 

flexibility and efficient resource utilization. 

4. Hadoop Common: Hadoop Common provides the shared utilities and libraries that support the 

other components of Hadoop. It includes various tools, libraries, and APIs that make it easier to 

develop and manage Hadoop applications. 

Hadoop is highly suitable for processing Big Data because of its distributed nature, fault tolerance, 

and scalability. It allows organizations to store and process vast amounts of data on commodity 

hardware, which is more cost-effective compared to traditional storage solutions. 

Hadoop's capabilities have enabled various applications, including: 

 

- Data Warehousing: Storing and processing large amounts of structured and unstructured data 

for analytics and business intelligence purposes. 

- Log Processing: Analyzing and processing server logs, network logs, and other types of log data 

to gain insights into system performance and user behavior. 

- Recommendation Systems: Implementing recommendation engines for personalized 

suggestions, such as product recommendations on e-commerce platforms. 

- Machine Learning: Applying machine learning algorithms on massive datasets for predictive 

analytics and pattern recognition. 

Hadoop's popularity has led to the development of an extensive ecosystem with various tools and 

frameworks that integrate seamlessly with Hadoop, such as Apache Hive, Apache Pig, Apache 

HBase, Apache Spark, and more. These tools provide higher-level abstractions and functionality 

for different data processing needs. 

Overall, Hadoop has become a cornerstone of Big Data processing and has had a significant impact 

on how organizations handle and derive value from massive datasets. 
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1.10 CLOUD AND BIG DATA 

 

Cloud computing and Big Data are two powerful technologies that have revolutionized how 

organizations manage and leverage data. They work together synergistically, offering numerous 

benefits for data storage, processing, and analysis. 

1. Data Storage and Scalability: 

 

Cloud computing provides scalable and flexible storage options through services like Amazon S3, 

Google Cloud Storage, and Microsoft Azure Blob Storage. These cloud storage services allow 

organizations to store vast amounts of data, including structured, semi-structured, and unstructured 

data, without the need to invest in physical hardware. The cloud's scalability ensures that 

businesses can handle ever-growing data volumes effectively. 

2. On-Demand Computing Resources 

 

Big Data processing often requires substantial computing power and resources. Cloud computing 

offers on-demand access to virtual machines, containers, and computing clusters, enabling 

organizations to provision resources as needed. This elasticity is particularly valuable for handling 

fluctuating workloads, such as real-time data streams or batch processing. 

3. Data Processing and Analytics 

 

Big Data frameworks and tools, such as Apache Hadoop, Apache Spark, and Apache Flink, can 

be deployed on cloud infrastructure. Cloud providers offer managed services for these 

technologies, simplifying the setup and management of Big Data clusters. This allows 

organizations to process and analyze large datasets efficiently without the burden of maintaining 

complex on-premises infrastructure. 

4. Cost Efficiency 

 

Cloud computing's pay-as-you-go model allows organizations to pay only for the resources they 

use. This cost efficiency is especially beneficial for Big Data workloads, which may have varying 

processing needs over time. The ability to scale resources up or down in response to data demands 

ensures cost optimization. 

5. Real-Time Data Processing 
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Cloud-based streaming platforms, such as Amazon Kinesis, Google Cloud Pub/Sub, and Azure 

Event Hubs, enable real-time data ingestion and processing. These platforms allow organizations 

to analyze and respond to streaming data in real time, facilitating applications like real-time 

analytics, fraud detection, and monitoring systems. 

6. Data Integration and ETL 

 

Cloud-based Extract, Transform, Load (ETL) tools and data integration platforms make it easier 

to ingest data from various sources into a central repository. This integration capability is crucial 

for creating data lakes or data warehouses that consolidate data for Big Data analytics. 

 

 

7. Global Accessibility and Collaboration 

 

Cloud services offer global accessibility, allowing geographically distributed teams to collaborate 

on Big Data projects seamlessly. Team members can access data, applications, and processing 

resources from anywhere, promoting efficient collaboration and data-driven decision-making. 

8. Security and Compliance 

 

Cloud providers invest heavily in security measures and compliance certifications, ensuring data 

protection and regulatory compliance for Big Data deployments. Cloud security features like 

encryption, access controls, and auditing enhance data protection. 

9. Innovation and Experimentation 

 

Cloud computing's low entry barrier enables organizations to experiment with Big Data 

technologies without significant upfront investments. This encourages innovation and the 

exploration of new data-driven possibilities. 

In summary, cloud computing and Big Data have become intertwined, providing organizations 

with the infrastructure, resources, and tools needed to handle and analyze vast amounts of data 

effectively. This integration has democratized data analytics, making it accessible to businesses of 

all sizes and driving innovation in various industries. 

The real-time examples that demonstrate the synergy (combined action or operation) between 

cloud computing and big data: 

1. Real-Time Social Media Analytics 
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2. IoT Data Processing for Smart Cities 

3. Real-Time Fraud Detection in Financial Services 

4. Real-Time Health Monitoring and Predictive Analytics 

5. Real-Time Supply Chain Management 

 

 

1.11 MOBILE BUSINESS INTELLIGENCE 

Mobile Business Intelligence (Mobile BI) refers to the ability to access and interact with business 

intelligence data and reports on mobile devices, such as smartphones and tablets. It allows 

decision-makers and business users to access critical information anytime, anywhere, and make 

data-driven decisions on the go. Mobile BI leverages the power of mobile technology and data 

analytics to provide real-time insights and enable better business outcomes. Here are some key 

aspects of Mobile Business Intelligence: 

1. Mobile BI Applications: 

 

Mobile BI applications are specifically designed to deliver business intelligence content to mobile 

devices. These applications can be native apps developed for specific mobile platforms (iOS, 

Android, etc.) or responsive web apps that adapt to different screen sizes and device types. 

 

2. Real-Time Data Access 

 

Mobile BI allows users to access real-time data, KPIs (Key Performance Indicators), and 

dashboards on their mobile devices. This real-time access empowers decision-makers to stay 

informed and respond quickly to changing business conditions. 

 

3. Interactive Dashboards and Reports 

 
Mobile BI tools provide interactive and user-friendly dashboards and reports optimized for mobile 

screens. Users can drill down into data, apply filters, and perform data exploration and analysis 

directly on their mobile devices. 

4. Data Visualization 

 

Mobile BI emphasizes data visualization techniques to present complex data in an easily digestible 

format on small screens. Visualizations such as charts, graphs, and maps help users understand 

trends, patterns, and insights quickly. 
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5. Offline Access 

 

Some Mobile BI applications offer offline access to data, allowing users to access and view reports 

even when they are not connected to the internet. This feature ensures uninterrupted access to 

critical information, especially in areas with limited connectivity. 

6. Secure Data Access 

 

Mobile BI solutions prioritize data security and provide authentication and authorization 

mechanisms to ensure that only authorized users can access sensitive business data on mobile 

devices. 

 

 

7. Push Notifications 

 

Mobile BI applications can send push notifications to users to alert them about important events 

or changes in data, prompting them to take immediate action. 

8. Location-Based Analytics 

 

Mobile BI can leverage GPS and location data to provide location-based insights, particularly 

useful for field sales teams, delivery personnel, and location-specific business analysis. 

9. Integration with Back-End Systems 

 

Mobile BI applications integrate with various back-end data sources, including data warehouses, 

CRM systems, ERP systems, and cloud-based databases, to provide a comprehensive view of 

business data. 

10. Business Collaboration 

 

Mobile BI promotes collaboration by allowing users to share reports, dashboards, and insights with 

other team members. Collaborative features enable better communication and alignment across 

the organization. 

Mobile Business Intelligence has become an essential tool for modern businesses, enabling them 

to make data-driven decisions in real-time, increase productivity, and respond swiftly to market 

dynamics. It empowers users with critical information at their fingertips, making BI accessible and 

actionable regardless of their physical location. 
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Example: Real-Time Sales Performance Dashboard for Retail Managers 

 

Imagine a retail chain with multiple stores spread across different locations. To empower retail 

managers with real-time insights and data, the company implements a Mobile Business 

Intelligence solution in the form of a mobile app. 

Scenario: 

 

1. Sales Data Integration: The Mobile BI app integrates with the company's point-of-sale (POS) 

system and central data repository, allowing real-time access to sales data from all stores. 

2. Real-Time Sales Dashboard: Retail managers can log in to the mobile app and access a real- 

time sales dashboard. The dashboard provides an overview of sales performance across all stores, 

including total sales, sales trends, and top-selling products. 

3. Geospatial Analytics: The app utilizes geospatial analytics to display the locations of each store 

on a map. Retail managers can quickly assess the sales performance of individual stores by region 

and identify high-performing or underperforming locations. 

4. Product Performance Analysis: The Mobile BI app allows retail managers to drill down into 

sales data to analyze the performance of specific products. They can view sales figures for different 

product categories and identify trends or seasonal fluctuations. 

5. Real-Time Alerts: The app sends real-time alerts to retail managers when specific sales targets 

or thresholds are met or exceeded. This allows managers to respond promptly to exceptional sales 

events or take corrective actions for stores not meeting their targets. 

6. Inventory Management: The Mobile BI app provides insights into inventory levels at each 

store. Retail managers can monitor stock levels and identify products that require restocking to 

ensure shelves are adequately replenished. 

7. Comparative Analysis: The app enables retail managers to compare the sales performance of 

different stores or regions, facilitating benchmarking and identifying best practices. 

8. Customer Insights: The Mobile BI app integrates with customer data, allowing retail managers 

to gain insights into customer demographics, preferences, and buying patterns. This information 

can guide marketing and promotional strategies. 
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Benefits: 

 

- Real-Time Decision Making: Retail managers can make data-driven decisions in real-time, 

reacting quickly to sales trends and performance issues. 

- Improved Store Performance: Mobile BI empowers retail managers to identify and address 

underperforming stores promptly, leading to improved overall sales performance. 

- Efficient Inventory Management: Real-time inventory insights help retail managers optimize 

stock levels, reducing stockouts and overstock situations. 

- Targeted Marketing: Customer insights enable retail managers to tailor marketing and 

promotional efforts to specific customer segments, increasing the effectiveness of marketing 

campaigns. 

- Optimized Sales Strategies: Comparative analysis and product performance data aid retail 

managers in formulating effective sales strategies for different stores and regions. 

In this example, Mobile Business Intelligence equips retail managers with real-time access to 

critical sales data, helping them manage and optimize store performance effectively. The app's 

features enhance decision-making, inventory management, and marketing strategies, leading to 

increased sales and improved customer satisfaction for the retail chain. 

The Real-Time Production Monitoring example for Manufacturing Plants: 

 

1. Machine Performance Tracking: The mobile app is connected to sensors and data acquisition 

systems within the manufacturing plant. It continuously monitors the performance of various 

machines and equipment in real-time, measuring parameters like speed, temperature, pressure, and 

energy consumption. 

2. Production Rates and Efficiency: The app calculates and displays the real-time production 

rates and efficiency of the manufacturing processes. It compares the actual output with the 

expected output and target goals to assess production performance. 

3. Predictive Maintenance Alerts: Using data analytics and machine learning algorithms, the 

mobile app can predict equipment failures or maintenance requirements. When the app detects 

anomalies or signs of potential issues, it sends instant alerts to the plant supervisor. 
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4. Downtime Notifications: The app tracks downtime events, such as unexpected equipment 

failures or scheduled maintenance activities. It sends notifications to the supervisor when 

production lines are temporarily halted, enabling them to take quick action and minimize 

downtime. 

5. Quality Control Checks: The mobile app can integrate with quality control systems to monitor 

product quality in real-time. It analyzes data from inspections and quality checks to ensure 

products meet the desired standards. 

6. Performance Benchmarking: The app may provide benchmarking capabilities, allowing the 

supervisor to compare the performance of different machines or production lines. This comparison 

helps identify areas for improvement and optimize overall production efficiency. 

7. Historical Data Analysis: The app stores historical production data, enabling the supervisor to 

analyze trends and patterns over time. This historical analysis can aid in making data-driven 

decisions and implementing continuous improvement strategies. 

By using Mobile Business Intelligence for real-time production monitoring, manufacturing plants 

can enhance operational efficiency, reduce downtime, and maintain consistent product quality, 

ultimately leading to increased productivity and cost savings. 
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1.12 CROWD SOURCING ANALYTICS 

Crowdsourcing analytics, also known as collaborative analytics or collective intelligence, is a 

method of gathering and analyzing data by leveraging the collective knowledge, expertise, and 

efforts of a diverse group of individuals or a crowd. Instead of relying solely on internal resources, 

organizations use crowdsourcing to tap into a larger pool of people to generate insights, solve 

problems, and make data-driven decisions. Crowdsourcing analytics is particularly valuable when 

dealing with complex or large-scale data analysis tasks. Here are some key aspects of 

crowdsourcing analytics: 
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1. Data Collection: Crowdsourcing analytics involves collecting data from a wide range of 

sources, including the crowd itself. This data can be in the form of survey responses, user- 

generated content, sensor data, social media posts, images, or any other data that the crowd can 

contribute. 

2. Diverse Perspectives: The power of crowdsourcing lies in the diversity of perspectives and 

expertise brought by the participants. The crowd may consist of individuals with different 

backgrounds, experiences, and knowledge, which can lead to a comprehensive analysis and 

uncover insights that may be overlooked in a traditional, homogenous team. 

3. Problem Solving and Idea Generation: Crowdsourcing analytics can be used to solve complex 

problems, generate innovative ideas, or explore new opportunities. Organizations can pose specific 

questions or challenges to the crowd and gather a wide range of responses and solutions. 

4. Data Analysis and Processing: The crowd can be involved in data analysis tasks, such as 

labeling data for machine learning models, categorizing content, verifying information, or 

identifying patterns and trends in large datasets. 

5. Image and Audio Analysis: Crowdsourcing analytics is often used for tasks that require human 

perception and judgment, such as image and audio analysis. The crowd can help annotate images, 

transcribe audio, or identify objects in visual data. 

6. Sentiment Analysis and Market Research: Crowdsourcing can be used to gather public 

opinions, sentiments, and feedback on products, services, or events. This information can be 

valuable for sentiment analysis and market research. 

7. Quality Control and Validation: Crowdsourcing analytics can be used to validate data or 

check the accuracy of results generated by automated algorithms or models. Multiple crowd 

members can cross-check data to ensure high-quality outcomes. 

8. Time and Cost Efficiency: Crowdsourcing analytics can be more cost-effective and faster than 

relying solely on in-house resources. By engaging the crowd, organizations can quickly scale up 

data analysis efforts without hiring additional staff. 

9. Challenges of Crowdsourcing Analytics: While crowdsourcing analytics has numerous 

benefits, it also presents some challenges. Ensuring data quality, managing bias, protecting user 

privacy, and providing appropriate incentives to participants are critical considerations when 

implementing crowdsourcing initiatives. 
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10. Platforms and Tools: There are various crowdsourcing platforms and tools available that 

facilitate the management and coordination of crowd-contributed data and tasks. These platforms 

often include features for data collection, task assignment, quality control, and result aggregation. 

In summary, crowdsourcing analytics harnesses the collective intelligence of a diverse group of 

individuals to solve data-related challenges, analyze complex datasets, and generate valuable 

insights. It complements traditional analytics approaches and can be a powerful tool for 

organizations seeking innovative solutions and a deeper understanding of their data. 

 

Example: Sentiment Analysis for Product Feedback 

 

Imagine a company that manufactures and sells consumer electronics products. They have recently 

launched a new smartphone model and want to gauge the sentiment and feedback of customers 

who have purchased the product. Instead of relying solely on internal customer support data, they 

decide to leverage crowdsourcing analytics to collect a broader range of opinions. 

Step 1: Designing the Survey 

 

The company designs a survey with specific questions about the new smartphone, such as user 

satisfaction, features they like, areas of improvement, and overall rating. They create a 

crowdsourcing task on a platform that allows participants to provide their feedback in a structured 

manner. 

2. Engaging the Crowd 

 

The crowdsourcing platform distributes the survey task to a diverse crowd of participants. These 

participants may include existing customers, potential buyers, tech enthusiasts, and general 

consumers. The crowd is encouraged to share their genuine opinions and experiences with the 

product. 

3. Data Collection 

 

Over a designated period, the crowd submits their responses to the survey. The responses include 

both quantitative ratings and qualitative feedback. 

4. Data Analysis 
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Once the data collection period is complete, the company uses crowdsourcing analytics to analyze 

the responses. The platform may provide tools for sentiment analysis, text mining, and 

categorization to process the qualitative feedback effectively. 

5. Insights and Actionable Findings 

 

The company gathers valuable insights from the crowdsourced data. They can identify the key 

strengths and weaknesses of the new smartphone, understand the most liked features, and pinpoint 

areas for improvement based on user feedback. 

 

6. Comparison to Internal Data 

 

To validate the crowdsourced findings, the company can compare them with their internal 

customer support data and reviews. This helps in cross-validating the sentiments expressed by the 

crowd. 

 

7. Decision Making 

 

Armed with the crowdsourced insights, the company can make data-driven decisions to enhance 

the product's design, features, and marketing strategy. They can prioritize improvements based on 

the most common feedback from the crowd. 

8. Product Iteration 

 

The company can implement the suggested improvements and launch a revised version of the 

smartphone based on the crowdsourced feedback. They can also use crowdsourcing analytics for 

future product launches to continuously improve customer satisfaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

25 



 

 

1.13 INTER AND TRANS FIREWALL ANALYTICS 

Inter and Trans Firewall Analytics are two types of analytics used to analyze network traffic and 

security data within and between firewalls. Let's explore each of them in more detail: 

1. Inter-Firewall Analytics: 

 

Inter-Firewall Analytics refers to the analysis of network traffic and security events across 

multiple firewalls within an organization's network. In large enterprises or complex network 

environments, there might be multiple firewalls deployed to protect different segments or zones 

of the network. Inter-Firewall Analytics involves aggregating and correlating data from these 

various firewalls to gain a comprehensive view of the network's security posture and identify 

potential threats. 

Key Aspects of Inter-Firewall Analytics: 

 

- Centralized Data Collection: Inter-Firewall Analytics involves collecting logs and security 

events from all the firewalls deployed across the network and centralizing this data for analysis. 
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- Correlation and Aggregation: The analytics process involves correlating data from different 

firewalls to identify patterns and trends that might indicate potential security incidents. 

- Threat Detection and Incident Response: By analyzing data from multiple firewalls, security 

teams can detect suspicious activities or security breaches that span across different segments of 

the network. This enables more effective incident response and threat mitigation. 

- Security Policy Review: Inter-Firewall Analytics allows organizations to review and optimize 

their network security policies, ensuring consistent and effective security measures across the 

entire network. 

- Performance Monitoring: Analyzing traffic data from multiple firewalls can help identify 

network performance issues and optimize the network for better efficiency. 

 

2. Trans Firewall Analytics: 

 

Trans Firewall Analytics, on the other hand, focuses on analyzing traffic and security events that 

traverse a specific firewall or a set of firewalls. It involves deep inspection and analysis of 
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network packets passing through the firewall to identify potential threats, anomalies, or policy violations. 

Key Aspects of Trans Firewall Analytics: 

 

- Packet Inspection: Trans Firewall Analytics involves inspecting and analyzing individual network 

packets as they pass through the firewall. This level of inspection allows for detailed examination of 

packet content and payload. 

- Intrusion Detection: By analyzing packet content, Trans Firewall Analytics can detect potential intrusion 

attempts, malware, or other malicious activities attempting to enter or exit the network. 

- Policy Enforcement: Trans Firewall Analytics ensures that network traffic complies with the 

organization's security policies and rules configured on the firewall. Any policy violations can be 

immediately flagged and investigated. 

- Bandwidth Management: Analyzing packet traffic can help identify bandwidth-intensive applications 

or sources of network congestion, allowing network administrators to manage and optimize bandwidth 

usage. 

Both Inter and Trans Firewall Analytics are crucial components of a comprehensive network security 

strategy. They provide valuable insights into network traffic, security threats, and policy compliance, helping 

organizations proactively protect their assets and respond effectively to security incidents. 

 

 

 

 

 

 

 

 

 

 

 

 

3. BDA unit 3 notes 
Big Data Analytics (Anna University) 
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MapReduce 

• Job – A Job in the context of HadoopMapReduce is the unit of work to be performed as 

requested by the client / user. The information associated with the Job includes the data to be 

processed (input data), MapReduce logic / program / algorithm, and any other relevant 

configuration information necessary to execute the Job. 

• Task – HadoopMapReduce divides a Job into multiple sub-jobs known as Tasks. These tasks can 

be run independent of each other on various nodes across the cluster. There are primarily two 

types of Tasks – Map Tasks and Reduce Tasks. 

• Job Tracker– Just like the storage (HDFS), the computation (MapReduce) also works in a 

master-slave / master-worker fashion. A Job Tracker node acts as the Master and is responsible 

for scheduling / executing Tasks on appropriate nodes, coordinating the execution of tasks, 

sending the information for the execution of tasks, getting the results back after the execution of 

each task, re-executing the failed Tasks, and monitors / maintains the overall progress of the Job. 

Since a Job consists of multiple Tasks, a Job’s progress depends on the status / progress of Tasks 

associated with it. There is only one Job Tracker node per Hadoop Cluster. 

• TaskTracker – A TaskTracker node acts as the Slave and is responsible for executing a Task 

assigned to it by the JobTracker. There is no restriction on the number of TaskTracker nodes that 

can exist in a Hadoop Cluster. TaskTracker receives the information necessary for execution of a 

Task from JobTracker, Executes the Task, and Sends the Results back to Job Tracker. 

• Map() – Map Task in MapReduce is performed using the Map() function. This part of the 

MapReduce is responsible for processing one or more chunks of data and producing the output 

results. 

• Reduce() – The next part / component / stage of the MapReduce programming model is the 

Reduce() function. This part of the MapReduce is responsible for consolidating the results 

produced by each of the Map() functions/tasks. 

• Data Locality – MapReduce tries to place the data and the compute as close as possible. First, it 

tries to put the compute on the same node where data resides, if that cannot be done (due to 

reasons like compute on that node is down, compute on that 



  

node is performing some other computation, etc.), then it tries to put the compute on 

the node nearest to the respective data node(s) which contains the data to be 

processed. This feature of MapReduce is “Data Locality”. 

The following diagram shows the logical flow of a MapReduce programming model. 

 

MapReduce Work Flow 
 

The stages depicted above are 

 

• Input: This is the input data / file to be processed. 

• Split: Hadoop splits the incoming data into smaller pieces called “splits”. 

• Map: In this step, MapReduce processes each split according to the logic defined in 

map() function. Each mapper works on each split at a time. Each mapper is treated 

as a task and multiple tasks are executed across different TaskTrackers and 

coordinated by the JobTracker. 

• Combine: This is an optional step and is used to improve the performance by 

reducing the amount of data transferred across the network. Combiner is the same as 

the reduce step and is used for aggregating the output of the map() function before it 

is passed to the subsequent steps. 

• Shuffle & Sort: In this step, outputs from all the mappers is shuffled, sorted to put 

them in order, and grouped before sending them to the next step. 

• Reduce: This step is used to aggregate the outputs of mappers using the reduce() 

function. Output of reducer is sent to the next and final step. Each reducer is treated 

as a task and multiple tasks are executed across different TaskTrackers and 

coordinated by the JobTracker. 

• Output: Finally the output of reduce step is written to a file in HDFS. 

 

Game Example 

Say you are processing a large amount of data and trying to find out what percentage of 

your user base where talking about games. First, we will identify the keywords which we 



 

 

are going to map from the data to conclude that it’s something related to games. Next, we 

will write a mapping function to identify such patterns in our data. For example, the 

keywords can be Gold medals, Bronze medals, Silver medals, Olympic football, basketball, 

cricket, etc. 

 

Let us take the following chunks in a big data set and see how to process it. 

 

“Hi, how are you” 

“We love football” 

“He is an awesome football player” 

“Merry Christmas” 

“Olympics will be held in China” 

“Records broken today in Olympics” 

“Yes, we won 2 Gold medals” 

“He qualified for Olympics” 

 

Mapping Phase – So our map phase of our algorithm will be as 

 

1. Declare a function “Map” 

2. Loop: For each words equal to “football” 

3. Increment counter 

4. Return key value “football”=>counter 

 

In the same way, we can define n number of mapping functions for mapping various words: 

“Olympics”, “Gold Medals”, “cricket”, etc. 

 

Reducing Phase – The reducing function will accept the input from all these mappers in 

form of key value pair and then processing it. So, input to the reduce function will look like 

the following: 

 

reduce (“football”=>2) 



  

reduce (“Olympics”=>3) 

 

Our algorithm will continue with the following steps 

 

5. Declare a function reduce to accept the values from map function. 

6. Where for each key-value pair, add value to counter. 

7. Return “games”=> counter. 

At the end, we will get the output like “games”=>5. 

Now, getting into a big picture we can write n number of mapper functions here. Let us say 

that you want to know who all where wishing each other. In this case you will write a 

mapping function to map the words like “Wishing”, “Wish”, “Happy”, “Merry” and then 

will write a corresponding reducer function. 

Here you will need one function for shuffling which will distinguish between the “games” 

and “wishing” keys returned by mappers and will send it to the respective reducer function. 

Similarly you may need a function for splitting initially to give inputs to the mapper 

functions in form of chunks. The following diagram summarizes the flow of Map reduce 

algorithm: 



  

 

 

In the above map reduce flow 

 

• The input data can be divided into n number of chunks depending upon the amount 

of data and processing capacity of individual unit. 

• Next, it is passed to the mapper functions. Please note that all the chunks are 

processed simultaneously at the same time, which embraces the parallel processing 

of data. 

• After that, shuffling happens which leads to aggregation of similar patterns. 

• Finally, reducers combine them all to get a consolidated output as per the logic. 

• This algorithm embraces scalability as depending on the size of the input data, we 

can keep increasing the number of the parallel processing units. 

 

Unit Tests with MR Unit 

HadoopMapReduce jobs have a unique code architecture that follows a specific template 

with specific constructs. 

This architecture raises interesting issues when doing test-driven development (TDD) and 

writing unit tests. 



  

With MRUnit, you can craft test input, push it through your mapper and/or reducer, and 

verify its output all in a JUnit test. 

As do other JUnit tests, this allows you to debug your code using the JUnit test as a driver. 

A map/reduce pair can be tested using MRUnit’sMapReduceDriver. , a combiner can be 

tested using MapReduceDriver as well. 

A PipelineMapReduceDriver allows you to test a workflow of map/reduce jobs. Currently, 

partitioner’s do not have a test driver under MRUnit. 

MRUnit allows you to do TDD(Test Driven Development) and write lightweight unit tests 

which accommodate Hadoop’s specific architecture and constructs. 

Example: We’re processing road surface data used to create maps. The input contains both 

linear surfaces and intersections. The mapper takes a collection of these mixed surfaces as 

input, discards anything that isn’t a linear road surface, i.e., intersections, and then processes 

each road surface and writes it out to HDFS. We can keep count and eventually print out 

how many non-road surfaces are inputs. For debugging purposes, we can additionally print 

out how many road surfaces were processed. 

Anatomy of a MapReduce Job Run 

You can run a MapReduce job with a single method call: submit () on a Job object (you can 

also call waitForCompletion(), which submits the job if it hasn’t been submitted already, 

then waits for it to finish). This method call conceals a great deal of processing behind the 

scenes. This section uncovers the steps Hadoop takes to run a job. 

The whole process is illustrated in Figure 7-1. At the highest level, there are five 

independent entities: 

• The client, which submits the MapReduce job. 

•  The YARN resource manager, which coordinates the allocation of compute resources 

On the cluster. 

•  The YARN node managers, which launch and monitor the compute containers on 

Machines in the cluster. 

•  The MapReduce application master, which coordinates the tasks running the 

MapReduce job. The application master and the MapReduce tasks run in containers 

That are scheduled by the resource manager and managed by the node managers. 



  

• The distributed filesystem, which is used for sharing job files between the other entities. 

• He distributed filesystem ,which is used for sharing job files between the other entities. 
 

 

 

 

Figure 7-1. How Hadoop runs a MapReduce job 

Classic MapReduce 

A job run in classic MapReduce is illustrated in Figure 6-1. At the highest level, there are 

four independent entities: 

• The client, which submits the MapReduce job. 

• The jobtracker, which coordinates the job run. The jobtracker is a Java application whose 



  

main class is JobTracker. 

• The tasktrackers, which run the tasks that the job has been split into. Tasktrackers are Java 

applications whose main class is TaskTracker. 

• The distributed filesystem, which is used for sharing job files between the other entities. 

 

Job Initialization: 

When the JobTracker receives a call to its submitJob() method, it puts it into an internal 

queue from where the job scheduler will pick it up and initialize it. Initialization involves 

creating an object to represent the job being run. 

To create the list of tasks to run, the job scheduler first retrieves the input splits computed by 

the client from the shared filesystem. It then creates one map task for each split. 

Task Assignment: 

Tasktrackers run a simple loop that periodically sends heartbeat method calls to the 

jobtracker. Heartbeats tell the jobtracker that a tasktracker is alive As a part of the heartbeat, 

a tasktracker will indicate whether it is ready to run a new task, and if it is, the jobtracker 

will llocate it a task, which it communicates to the tasktracker using the heartbeat return 

value. 

Task Execution: 

Now that the tasktracker has been assigned a task, the next step is for it to run the task. First, 

it localizes the job JAR by copying it from the shared filesystem to the tasktracker’s 

filesystem. It also copies any files needed from the distributed cache by the application to 

the local disk. TaskRunner launches a new Java Virtual Machine to run each task in. 

Progress and Status Updates: 

MapReduce jobs are long-running batch jobs, taking anything from minutes to hours to run. 

Because this is a significant length of time, it’s important for the user to get feedback on 

how the job is progressing. A job and each of its tasks have a status.When a task is running, 

it keeps track of its progress, that is, the proportion of the task completed. 

Job Completion: 



  

When the jobtracker receives a notification that the last task for a job is complete (this will 

be the special job cleanup task), it changes the status for the job to “successful.” 

YARN 

Yet Another Resource Manager takes programming to the next level beyond Java , and 

makes it interactive to let another application Hbase, Spark etc. to work on it.Different Yarn 

applications can co-exist on the same cluster so MapReduce, Hbase, Spark all can run at the 

same time bringing great benefits for manageability and cluster utilization. 

 

Components Of YARN 

o Client: For submitting MapReduce jobs. 

o Resource Manager: To manage the use of resources across the cluster 

o Node Manager:For launching and monitoring the computer containers on machines 

in the cluster. 

o Map Reduce Application Master: Checks tasks running the MapReduce job. The 

application master and the MapReduce tasks run in containers that are scheduled by 

the resource manager, and managed by the node managers. 

 

Jobtracker&Tasktrackerwere were used in previous version of Hadoop, which were 

responsible for handling resources and checking progress management. However, Hadoop 

2.0 has Resource manager and NodeManager to overcome the shortfall of 

Jobtracker&Tasktracker. 

 

Benefits of YARN 

 

o Scalability: Map Reduce 1 hits ascalability bottleneck at 4000 nodes and 40000 

task, but Yarn is designed for 10,000 nodes and 1 lakh tasks. 

o Utiliazation: Node Manager manages a pool of resources, rather than a fixed 

number of the designated slots thus increasing the utilization. 

o Multitenancy: Different version of MapReduce can run on YARN, which makes the 

process of upgrading MapReduce more manageable. 



  

public interface Mapper<K1, V1, K2, V2> extends JobConfigurable,Closeable 

{ 

void map(K1 key, V1 value, OutputCollector<K2, V2> output, Reporter reporter) throws 

IOException; 

} 

public interface Reducer<K2, V2, K3, V3> extends JobConfigurable,Closeable 

{ 

void reduce(K2 key, Iterator<V2> values, 

OutputCollector<K3, V3> output, Reporter reporter)throws 

IOException; 

} 

Sort and Shuffle 

The sort and shuffle occur on the output of Mapper and before the reducer. When the 

Mapper task is complete, the results are sorted by key, partitioned if there are multiple 

reducers, and then written to disk. Using the input from each Mapper <k2,v2>, we collect all 

the values for each unique key k2. This output from the shuffle phase in the form of <k2, 

list(v2)> is sent as input to reducer phase. 

 

MapReduce Types 

Mapping is the core technique of processing a list of data elements that come in pairs of 

keys and values. The map function applies to individual elements defined as key-value pairs 

of a list and produces a new list. The general idea of map and reduce function of Hadoop 

can be illustrated as follows: 

 

The input parameters of the key and value pair, represented by K1 and V1 respectively, are 

different from the output pair type: K2 and V2. The reduce function accepts the same format 

output by the map, but the type of output again of the reduce operation is different: K3 and 

V3. The Java API for this is as follows: 
 

map: (K1, V1) -> list (K2, V2) 

reduce: (K2, list(V2)) -> list (K3, V3) 



  

map: (K1, V1) -> list (K2, V2) 

combine: (K2, list(V2)) -> list (K2, V2) 

reduce: (K2, list(V2)) -> list (K3, V3) 

public interface Partitioner<K2, V2> extends JobConfigurable { 

intgetPartition(K2 key, V2 value, intnumberOfPartition); 

} 

The OutputCollector is the generalized interface of the Map-Reduce framework to 

facilitate collection of data output either by the Mapper or the Reducer. These outputs 

are nothing but 

 

intermediate output of the job. Therefore, they must be parameterized with 

their types. The Reporter facilitates the Map-Reduce application to report 

progress andupdatecountrsand status information. If, however, the combine 

function is used, it has 

the same form as the reduce function and the output is fed to the reduce function. 

This may be illustrated as follows 

 

 

Note that the combine and reduce functions use the same type, except in the 

variable names where K3 is K2 and V3 is V2. 

The partition function operates on the intermediate key-value types. It controls 

the partitioning of the keys of the intermediate map outputs. The key derives the 

partition using a typical hash function. The total number of partitions is the same 

as the number of reduce tasks for the job. The partition is determined only by the 

key ignoring the value. 
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UNIT IV BASICS OF HADOOP 6 

Data format – analyzing data with Hadoop – scaling out – Hadoop streaming – Hadoop pipes – 

design of Hadoop distributed file system (HDFS) – HDFS concepts – Java interface – data flow 

– Hadoop I/O – data integrity – compression – serialization – Avro – file-based data structures - 

Cassandra – Hadoop integration. 

 

 

4.1 BASICS OF HADOOP - DATA FORMAT 
 

Hadoop is an open-source framework for processing, storing, and analyzing large volumes of 

data in a distributed computing environment. It provides a reliable, scalable, and distributed 

computing system for big data. 

 

Key Components: 

 
• Hadoop Distributed File System (HDFS): HDFS is the storage system of Hadoop, 

designed to store very large files across multiple machines. 

• MapReduce: MapReduce is a programming model for processing and generating large 
datasets that can be parallelized across a distributed cluster of computers. 

• YARN (Yet Another Resource Negotiator): YARN is the resource management layer of 
Hadoop, responsible for managing and monitoring resources in a cluster. 

 

Advantages of Hadoop: 

 
• Scalability: Hadoop can handle and process vast amounts of data by distributing it across 

a cluster of machines. 

• Fault Tolerance: Hadoop is fault-tolerant, meaning it can recover from failures, ensuring 
that data processing is not disrupted. 

• Cost-Effective: It allows businesses to store and process large datasets cost-effectively, 
as it can run on commodity hardware. 

 

Here are some basics: 

 

1. Data Storage in Hadoop: 
o Hadoop uses the Hadoop Distributed File System (HDFS) to store data across 

multiple machines in a distributed fashion. Data is divided into blocks (typically 

128 MB or 256 MB in size), and each block is replicated across several nodes in 

the cluster for fault tolerance. 

2. Data Formats: 
o Hadoop can work with various data formats, but some common ones include: 

▪ Text: Data is stored in plain text files, such as CSV or TSV. 
▪ SequenceFile: A binary file format optimized for Hadoop, suitable for 

storing key-value pairs. 

▪ Avro: A data serialization system that supports schema evolution. It's often 
used for complex data structures. 



 

▪ Parquet: A columnar storage format that is highly optimized for analytics 
workloads. It's efficient for both reading and writing. 

3. Data Ingestion: 
o Before analyzing data, you need to ingest it into Hadoop. You can use tools like 

Apache Flume, Apache Sqoop, or simply copy data into HDFS using Hadoop 

commands. 

4. Data Processing: 
o Hadoop primarily processes data using a batch processing model. It uses a 

programming model called MapReduce to distribute the processing tasks across 

the cluster. You write MapReduce jobs to specify how data should be processed. 

o In addition to MapReduce, Hadoop ecosystem also includes higher-level 

processing frameworks like Apache Spark, Apache Hive, and Apache Pig, which 

provide more user-friendly abstractions for data analysis. 

5. Data Analysis: 
o Once data is processed, you can analyze it to gain insights. This may involve 

running SQL-like queries (with Hive), machine learning algorithms (with Mahout 

or Spark MLlib), or custom data processing logic. 

6. Data Output: 
o After analysis, you can store the results back into Hadoop, or you can export them 

to other systems for reporting or further analysis. 

7. Data Compression: 
o Hadoop allows data compression to reduce storage requirements and improve 

processing speed. Common compression formats include Gzip, Snappy, and LZO. 

8. Data Schema: 
o When working with structured data, it's important to define a schema. Some 

formats like Avro and Parquet have built-in schema support. In other cases, you 

may need to maintain the schema separately. 

9. Data Partitioning and Shuffling: 
o During data processing, Hadoop can partition data into smaller chunks and shuffle 

it across nodes to optimize the processing pipeline. 

10. Data Security and Access Control: 
o Hadoop provides security mechanisms to control access to data and cluster 

resources. This includes authentication, authorization, and encryption. 

 

 

 

4.1.1. Step-by-step installation of Hadoop on a single Ubuntu machine. 
 

Installing Hadoop on a single-node cluster is a common way to set up Hadoop for learning and 

development purposes. In this guide, I'll walk you through the step-by-step installation of 

Hadoop on a single Ubuntu machine. 

 

Prerequisites: 

 

• A clean installation of Ubuntu. 

• Java installed on your system. 



 

 

Let's proceed with the installation: 

 

Step 1: Download Hadoop 

 

1. Visit the Apache Hadoop website (https://hadoop.apache.org) and choose the Hadoop 

version you want to install. Replace X.Y.Z with the version number you choose. 

2. Download the Hadoop distribution using wget or your web browser. For example: 

 
bash 

wget https://archive.apache.org/dist/hadoop/common/hadoop-X.Y.Z/hadoop- 
X.Y.Z.tar.gz 

 

Step 2: Extract Hadoop 3. Extract the downloaded Hadoop tarball to your desired directory 

(e.g., /usr/local/): 

 
bash 

sudo tar -xzvf hadoop-X.Y.Z.tar.gz -C /usr/local/ 

 

Step 3: Configure Environment Variables 4. Edit your ~/.bashrc file to set up environment 

variables. Replace X.Y.Z with your Hadoop version: 

 
bash 

export HADOOP_HOME=/usr/local/hadoop-X.Y.Z 
export PATH=$PATH:$HADOOP_HOME/bin:$HADOOP_HOME/sbin 

 

Apply these changes to your current shell: 

 
bash 

source ~/.bashrc 

 

Step 4: Edit Hadoop Configuration Files 5. Navigate to the Hadoop configuration directory: 

 
bash 

cd $HADOOP_HOME/etc/hadoop 

 

6. Edit the hadoop-env.sh file to specify the Java home directory. Add the following line to 

the file, pointing to your Java installation: 

 
bash 

export JAVA_HOME=/usr/lib/jvm/default-java 

 

7. Configure Hadoop's core-site.xml by editing it and adding the following XML snippet. 

This sets the Hadoop Distributed File System (HDFS) data directory: 

 
xml 

<property> 

<name>fs.defaultFS</name> 

<value>hdfs://localhost:9000</value> 

</property> 

https://hadoop.apache.org/


  

8. Configure Hadoop's hdfs-site.xml by editing it and adding the following XML snippet. 

This sets the HDFS data and metadata directories: 

 
xml 

<property> 

<name>dfs.replication</name> 

<value>1</value> 

</property> 

 

<property> 

<name>dfs.namenode.name.dir</name> 

<value>file:///usr/local/hadoop-X.Y.Z/data/namenode</value> 

</property> 

 

<property> 

<name>dfs.datanode.data.dir</name> 

<value>file:///usr/local/hadoop-X.Y.Z/data/datanode</value> 

</property> 

 

Step 5: Format the HDFS Filesystem 9. Before starting Hadoop services, you need to format 

the HDFS filesystem. Run the following command: 

 
bash 

hdfs namenode -format 

 

Step 6: Start Hadoop Services 10. Start the Hadoop services using the following command: 

 
bash 

start-all.sh 

 

Step 7: Verify Hadoop Installation 11. Check the running Hadoop processes using the jps 

command: 

 
bash 

jps 

 

You should see a list of Java processes running, including NameNode, DataNode, 

ResourceManager, and NodeManager. 

 

Step 8: Access Hadoop Web UI 12. Open a web browser and access the Hadoop Web UI at 

http://localhost:50070/ (for HDFS) and http://localhost:8088/ (for YARN ResourceManager). 

 

You have successfully installed Hadoop on a single-node cluster. You can now use it for learning 

and experimenting with Hadoop and MapReduce. 

 

4.2 DATA FORMAT - ANALYZING DATA WITH HADOOP 

Data Formats in Hadoop: 

 

• Text Files: Simple plain text files, where each line represents a record. 



  

• Sequence Files: Binary files containing serialized key/value pairs. 
• Avro: A data serialization system that provides rich data structures in a compact binary 

format. 

• Parquet: A columnar storage file format optimized for use with Hadoop. 

Analyzing Data with Hadoop: 

 
• MapReduce Programming Model: Data analysis tasks in Hadoop are accomplished 

using the MapReduce programming model, where data is processed in two stages: the 
Map stage processes and sorts the data, and the Reduce stage performs summary 
operations. 

• Hive: Hive is a data warehousing and SQL-like query language for Hadoop. It allows 
users to query and manage large datasets stored in Hadoop HDFS. 

• Pig: Pig is a high-level platform and scripting language built on top of Hadoop, used for 
creating MapReduce programs for data analysis. 

 

Analyzing data with Hadoop involves understanding the data format and structure, as well as 

using appropriate tools and techniques for processing and deriving insights from the data. Here 

are some key considerations when it comes to data format and analysis with Hadoop: 

 

1. Data Format: 
 

• Structured Data: If your data is structured, meaning it follows a fixed schema, you can 
use formats like Avro, Parquet, or ORC. These columnar storage formats are efficient for 
large-scale data analysis and support schema evolution. 

• Semi-Structured Data: Data in JSON or XML format falls into this category. Hadoop 
can handle semi-structured data, and tools like Hive and Pig can help you query and 
process it effectively. 

• Unstructured Data: Text data, log files, and other unstructured data can be processed 
using Hadoop as well. However, processing unstructured data often requires more 
complex parsing and natural language processing (NLP) techniques. 

 

2. Data Ingestion: 
 

• Before you can analyze data with Hadoop, you need to ingest it into the Hadoop 
Distributed File System (HDFS) or another storage system compatible with Hadoop. 
Tools like Apache Flume or Apache Sqoop can help with data ingestion. 

 

3. Data Processing: 
 

• Hadoop primarily uses the MapReduce framework for batch data processing. You write 
MapReduce jobs to specify how data should be processed. However, there are also high- 
level processing frameworks like Apache Spark and Apache Flink that provide more user- 
friendly abstractions and real-time processing capabilities. 

 

4. Data Analysis: 



  

• For SQL-like querying of structured data, you can use Apache Hive, which provides a 
SQL interface to Hadoop. Hive queries get translated into MapReduce or Tez jobs. 

• Apache Pig is a scripting language specifically designed for data processing in Hadoop. 
It's useful for ETL (Extract, Transform, Load) tasks. 

• For advanced analytics and machine learning, you can use Apache Spark, which provides 
MLlib for machine learning tasks, and GraphX for graph processing. 

 

5. Data Storage and Compression: 
 

• Hadoop provides various storage formats optimized for analytics (e.g., Parquet, ORC) 
and supports data compression to reduce storage requirements and improve processing 
speed. 

 

6. Data Partitioning and Shuffling: 
 

• Hadoop can automatically partition data into smaller chunks and shuffle it across nodes to 
optimize the processing pipeline. 

 

7. Data Security and Access Control: 
 

• Hadoop offers mechanisms for securing data and controlling access through 
authentication, authorization, and encryption. 

 

8. Data Visualization: 
 

• To make sense of the analyzed data, you can use data visualization tools like Apache 
Zeppelin or integrate Hadoop with business intelligence tools like Tableau or Power BI. 

 

9. Performance Tuning: 
 

• Hadoop cluster performance can be optimized through configuration settings and 
resource allocation. Understanding how to fine-tune these parameters is essential for 
efficient data analysis. 

 

10. Monitoring and Maintenance: 
 

• Regularly monitor the health and performance of your Hadoop cluster using tools like 
Ambari or Cloudera Manager. Perform routine maintenance tasks to ensure smooth 
operation. 

 

Analyzing data with Hadoop involves a combination of selecting the right data format, 

processing tools, and techniques to derive meaningful insights from your data. Depending on 

your specific use case, you may need to choose different formats and tools to suit your needs. 

 

4.3 SCALING OUT 



  

Scaling out is a fundamental concept in distributed computing and is one of the key benefits of 

using Hadoop for big data analysis. Here are some important points related to scaling out in 

Hadoop: 

 

• Horizontal Scalability: Hadoop is designed for horizontal scalability, which means that 

you can expand the cluster by adding more commodity hardware machines to it. This 

allows you to accommodate larger datasets and perform more extensive data processing. 

 

• Data Distribution: Hadoop's HDFS distributes data across multiple nodes in the cluster. 

When you scale out by adding more nodes, data is automatically distributed across these 

new machines. This distributed data storage ensures fault tolerance and high availability. 

 

• Processing Power: Scaling out also means increasing the processing power of the cluster. 

You can run more MapReduce tasks and analyze data in parallel across multiple nodes, 

which can significantly speed up data processing. 

 

• Elasticity: Hadoop clusters can be designed to be elastic, meaning you can dynamically 

add or remove nodes based on workload requirements. This is particularly useful in 

cloud-based Hadoop deployments where you pay for resources based on actual usage. 

 

• Balancing Resources: When scaling out, it's important to consider resource management 

and cluster balancing. Tools like Hadoop YARN (Yet Another Resource Negotiator) help 

allocate and manage cluster resources efficiently. 

 

Scaling Hadoop: 

 
• Horizontal Scaling: Hadoop clusters can scale horizontally by adding more machines to 

the existing cluster. This approach improves processing power and storage capacity. 

• Vertical Scaling: Vertical scaling involves adding more resources (CPU, RAM) to 
existing nodes in the cluster. However, there are limits to vertical scaling, and horizontal 
scaling is preferred for handling larger workloads. 

• Cluster Management Tools: Tools like Apache Ambari and Cloudera Manager help in 
managing and scaling Hadoop clusters efficiently. 

• Data Partitioning: Proper data partitioning strategies ensure that data is distributed 
evenly across the cluster, enabling efficient processing. 



  

 

 

4.4. HADOOP STREAMING 

What is Hadoop Streaming? Hadoop Streaming is a utility that comes with Hadoop 

distribution. It allows you to create and run MapReduce jobs with any executable or script as the 

mapper and/or the reducer. This means you can use any programming language that can read 

from standard input and write to standard output for your MapReduce tasks. 

 

How Hadoop Streaming Works: 

 

1. Input: Hadoop Streaming reads input from HDFS or any other file system and provides 

it to the mapper as lines of text. 

 

2. Mapper: You can use any script or executable as a mapper. Hadoop Streaming feeds the 

input lines to the mapper's standard input. 

 

3. Shuffling and Sorting: The output from the mapper is sorted and partitioned by the 

Hadoop framework. 



  

4. Reducer: Similarly, you can use any script or executable as a reducer. The reducer reads 

sorted input lines from its standard input and produces output, which is written to HDFS 

or any other file system. 

 

5. Output: The final output is stored in HDFS or the specified output directory. 

 

Advantages of Hadoop Streaming: 

 
• Language Flexibility: It allows developers to use languages like Python, Perl, Ruby, 

etc., for writing MapReduce programs, extending Hadoop's usability beyond Java 
developers. 

 
• Rapid Prototyping: Developers can quickly prototype and test algorithms without the 

need to compile and package Java code. 

 

4.5 HADOOP PIPES 

What is Hadoop Pipes? Hadoop Pipes is a C++ API to implement Hadoop MapReduce 

applications. It enables the use of C++ to write MapReduce programs, allowing developers 

proficient in C++ to leverage Hadoop's capabilities. 

 

How Hadoop Pipes Works: 

 

1. Mapper and Reducer: Developers write the mapper and reducer functions in C++. 

 

2. Input: Hadoop Pipes reads input from HDFS or other file systems and provides it to the 

mapper as key-value pairs. 

 

3. Map and Reduce Operations: The developer specifies the map and reduce functions, 

defining the logic for processing the input key-value pairs. 

 

4. Output: The final output is written to HDFS or another file system. 

 

Advantages of Hadoop Pipes: 

 
• Performance: Programs written in C++ can sometimes be more performant due to the 

lower-level memory management and execution speed of C++. 

 
• C++ Libraries: Developers can leverage existing C++ libraries and codebases, making it 

easier to integrate with other systems and tools. 

 

Both Hadoop Streaming and Hadoop Pipes provide flexibility in terms of programming 

languages, enabling a broader range of developers to work with Hadoop and leverage its 

powerful data processing capabilities. 

 

4.6 DESIGN OF HADOOP DISTRIBUTED FILE SYSTEM (HDFS): 



  

Architecture: Hadoop Distributed File System (HDFS) is designed to store very large files 

across multiple machines in a reliable and fault-tolerant manner. Its architecture consists of the 

following components: 

 

1. NameNode: The NameNode is the master server that manages the namespace and 

regulates access to files by clients. It stores metadata about the files and directories, such 

as the file structure tree and the mapping of file blocks to DataNodes. 

 

2. DataNode: DataNodes are responsible for storing the actual data. They store data in the 

form of blocks and send periodic heartbeats and block reports to the NameNode to 

confirm that they are functioning correctly. 

 

3. Block: HDFS divides large files into fixed-size blocks (typically 128 MB or 256 MB). 

These blocks are stored across the DataNodes in the cluster. 

 

4. Secondary NameNode (Deprecated Term): The Secondary NameNode is not a backup 

or failover NameNode. Its primary function is to periodically merge the namespace image 

and edit log files, reducing the load on the primary NameNode. 

 

Replication: HDFS replicates each block multiple times (usually three) and places these replicas 

on different DataNodes across the cluster. Replication ensures fault tolerance. If a DataNode or 

block becomes unavailable, the system can continue to function using the remaining replicas. 

 

4.7 HDFS CONCEPTS: 

1. Block: Blocks are the fundamental units of data storage in HDFS. Each file is broken down 

into blocks, and these blocks are distributed across the cluster's DataNodes. 

 

2. Namespace: HDFS organizes files and directories in a hierarchical namespace. The 

NameNode manages this namespace and regulates access to files by clients. 

 

3. Replication: As mentioned earlier, HDFS replicates blocks for fault tolerance. The default 

replication factor is 3, but it can be configured based on the cluster's requirements. 

 

4. Fault Tolerance: HDFS achieves fault tolerance by replicating data blocks across multiple 

nodes. If a DataNode or block becomes unavailable due to hardware failure or other issues, the 

system can continue to operate using the replicated blocks. 

 

5. High Write Throughput: HDFS is optimized for high throughput of data, making it suitable 

for applications with large datasets. It achieves this through the parallelism of writing and 

reading data across multiple nodes. 

 

6. Scalability: HDFS is designed to scale horizontally by adding more nodes to the cluster. This 

scalability allows Hadoop clusters to handle large and growing amounts of data. 



  

7. Data Integrity: HDFS ensures data integrity by storing checksums of data with each block. 

This checksum is verified by clients and DataNodes to ensure that data is not corrupted during 

storage or transmission. 

 

4.8 JAVA INTERFACE IN HADOOP: 

Hadoop provides Java APIs that developers can use to interact with the Hadoop ecosystem. The 

Java interface in Hadoop includes various classes and interfaces that allow developers to create 

MapReduce jobs, configure Hadoop clusters, and manipulate data stored in HDFS. Here's a brief 

overview of key components in the Java interface: 

 

1. org.apache.hadoop.mapreduce Package: 

o Mapper: Interface for the mapper task in a MapReduce job. 

o Reducer: Interface for the reducer task in a MapReduce job. 

o Job: Represents a MapReduce job configuration. 

o InputFormat: Specifies the input format of the job. 

o OutputFormat: Specifies the output format of the job. 

o Configuration: Represents Hadoop configuration properties. 

2. org.apache.hadoop.fs Package: 

o FileSystem: Interface representing a file system in Hadoop (HDFS, local file 

system, etc.). 

o Path: Represents a file or directory path in Hadoop. 

3. org.apache.hadoop.io Package: 

o Writable: Interface for custom Hadoop data types. 

o WritableComparable: Interface for custom data types that are comparable and 

writable. 

 

Developers use these interfaces and classes to create custom MapReduce jobs, configure input 

and output formats, and interact with HDFS. They can implement the Mapper and Reducer 

interfaces to define their own map and reduce logic for processing data. 

 

4.9 DATA FLOW IN HADOOP: 

Data flow in Hadoop refers to the movement of data between different stages of a MapReduce 

job or between Hadoop components. Here's how data flows in a typical Hadoop MapReduce job: 

 

1. Input Phase: 
o Input data is read from one or more sources, such as HDFS files, HBase tables, or 

other data storage systems. 

o Input data is divided into input splits, which are processed by individual mapper 

tasks. 

2. Map Phase: 
o Mapper tasks process the input splits and produce intermediate key-value pairs. 

o The intermediate data is partitioned, sorted, and grouped by key before being sent 

to the reducers. 



  

3. Shuffle and Sort Phase: 
o Intermediate data from all mappers is shuffled and sorted based on keys. 

o Data with the same key is grouped together, and each group of data is sent to a 

specific reducer. 

4. Reduce Phase: 
o Reducer tasks receive sorted and grouped intermediate data. 

o Reducers process the data and produce the final output key-value pairs, which are 

typically written to HDFS or another storage system. 

5. Output Phase: 
o The final output is stored in HDFS or another output location specified by the 

user. 

o Users can access the output data for further analysis or processing. 

 

4.10 HADOOP I/O - DATA INTEGRITY: 

Ensuring data integrity is crucial in any distributed storage and processing system like Hadoop. 

Hadoop provides several mechanisms to maintain data integrity: 

 

1. Replication: 
o HDFS stores multiple replicas of each block across different nodes. If a replica is 

corrupted, Hadoop can use one of the other replicas to recover the lost data. 

2. Checksums: 
o HDFS uses checksums to validate the integrity of data blocks. Each block is 

associated with a checksum, which is verified by both the client reading the data 

and the DataNode storing the data. If a block's checksum doesn't match the 

expected value, Hadoop knows the data is corrupted and can request it from 

another node. 

3. Write Pipelining: 
o HDFS pipelines the data through several nodes during the writing process. Each 

node in the pipeline verifies the checksums before passing the data to the next 

node. If a node detects corruption, it can request the block from another replica. 

4. Error Detection and Self-healing: 
o Hadoop can detect corrupted blocks and automatically replace them with healthy 

replicas from other nodes, ensuring the integrity of the stored data. 

 

4.11 COMPRESSION AND SERIALIZATION IN HADOOP: 

1. Compression: 
o Hadoop supports various compression algorithms like Gzip, Snappy, and LZO. 

Compressing data before storing it in HDFS can significantly reduce storage 

requirements and improve the efficiency of data processing. You can specify the 

compression codec when writing data to HDFS or when configuring MapReduce 

jobs. 

 

Example of specifying a compression codec in a MapReduce job: 



  

java 

 conf.set("mapreduce.map.output.compress", "true"); 
conf.set("mapreduce.map.output.compress.codec", 
"org.apache.hadoop.io.compress.SnappyCodec"); 

 

 Serialization: 

 

• Hadoop uses its own serialization framework called Writable to serialize data efficiently. 
Writable data types are Java objects optimized for Hadoop's data transfer. You can also 
use Avro or Protocol Buffers for serialization. These serialization formats are more 
efficient than Java's default serialization mechanism, especially in the context of large- 
scale data processing. 

 

Example of using Avro for serialization: 

 
java 

// Writing Avro data to HDFS 
DatumWriter<YourAvroRecord> datumWriter = new 

SpecificDatumWriter<>(YourAvroRecord.class); 
DataFileWriter<YourAvroRecord> dataFileWriter = new 
DataFileWriter<>(datumWriter); 

dataFileWriter.create(yourAvroRecord.getSchema(), new File("output.avro")); 

dataFileWriter.append(yourAvroRecord); 

dataFileWriter.close(); 

 

By utilizing these mechanisms, Hadoop ensures that data integrity is maintained during storage 

and processing. Additionally, compression and efficient serialization techniques optimize storage 

and data transfer, contributing to the overall performance of Hadoop applications. 

 

4.12 AVRO - FILE-BASED DATA STRUCTURES: 

Apache Avro is a data serialization framework that provides efficient data interchange in 

Hadoop. It enables the serialization of data structures in a language-independent way, making it 

ideal for data stored in files. Avro uses JSON for defining data types and protocols, allowing data 

to be self-describing and allowing complex data structures. 

 

Key Concepts: 

 

1. Schema Definition: Avro uses JSON to define schemas. Schemas define the data 

structure, including types and their relationships. For example, you can define records, 

enums, arrays, and more in Avro schemas. 
 

json  

"type": "record", 
"name": "User", 

"fields": [ 
{"name": "name", "type": "string"}, 

{"name": "age", "type": "int"}, 
{"name": "address", "type": "string"} 

] 



  

} 

{ 

 

1.  

2. Serialization: Avro encodes data using the defined schema, producing compact binary 

files. Avro data is self-describing, meaning that the schema is embedded in the data itself. 

3. Deserialization: Avro can deserialize the data back into its original format using the 

schema information contained within the data. 

4. Code Generation: Avro can generate code in various programming languages from a 

schema. This generated code helps in working with Avro data in a type-safe manner. 

 

Avro is widely used in the Hadoop ecosystem due to its efficiency, schema evolution capabilities, 

and language independence, making it a popular choice for serializing data in Hadoop 

applications. 

 

4.13 CASSANDRA - HADOOP INTEGRATION: 

Apache Cassandra is a highly scalable, distributed NoSQL database that can handle large 

amounts of data across many commodity servers. Integrating Cassandra with Hadoop provides 

the ability to combine the advantages of a powerful database system with the extensive data 

processing capabilities of the Hadoop ecosystem. 

 

Integration Strategies: 

 

1. Cassandra Hadoop Connector: Cassandra provides a Hadoop integration tool called the 

Cassandra Hadoop Connector. It allows MapReduce jobs to read and write data to and 

from Cassandra. 

2. Cassandra as a Source or Sink: Cassandra can act as a data source or sink for Apache 

Hadoop and Apache Spark jobs. You can configure Hadoop or Spark to read data from 

Cassandra tables or write results back to Cassandra. 

3. Cassandra Input/Output Formats: Cassandra supports Hadoop Input/Output formats, 

allowing MapReduce jobs to directly read from and write to Cassandra tables. 

 

Benefits of Integration: 

 
• Data Processing: You can perform complex data processing tasks on data stored in 

Cassandra using Hadoop's distributed processing capabilities. 

• Data Aggregation: Aggregate data from multiple Cassandra nodes using Hadoop's 
parallel processing, enabling large-scale data analysis. 

• Data Export and Import: Use Hadoop to export data from Cassandra for backup or 
analytical purposes. Similarly, you can import data into Cassandra after processing it 
using Hadoop. 

 

Integrating Cassandra and Hadoop allows businesses to leverage the best of both worlds: 

Cassandra's real-time, high-performance database capabilities and Hadoop's extensive data 

processing and analytics features. This integration enables robust, large-scale data applications 

for a variety of use cases. 



  

 

 


